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S U M M A R Y  

A search algorithm, called MEDUSA, is presented which allows the determination of multiple conforma- 
tions of biomolecules in solution with exchange rate constants typically between 103 and 107 s- 1 on the basis 
of experimental high-resolution NMR data. Multiples of structures are generated which are consistent as en- 
sembles with NMR cross-relaxation rates (NOESY, ROESY), scalar J-coupling constants, and Tip measure- 
ments. The algorithm is applied to the cyclic decapeptide antam/~nide dissolved in chloroform. The charac- 
teristic radio-frequency field dependence of the T~, relaxation rates found for the NH protons of Val t and 
Phe 6 can be explained by a dynamical exchange between two structures. 

I N T R O D U C T I O N  

Most proteins and peptides are flexible, with a dynamic equilibrium between various local ener- 
gy minima, sometimes called conformational substates (Austin et al., 1975). It is known that con- 
formational flexibility is of  importance for biological function and for the folding process that 
proceeds through numerous conformations spanning a relatively large phase space volume (Kim 
and Baldwin, 1990; Wright et al., 1988). Obtaining information on transient conformations is 
therefore of  great interest. Numerous experimental approaches have been proposed, such as using 
the temperature dependence of  B factors from X-ray diffraction (Petsko and Ringe, 1984; Ringe 
and Petsko, 1985), quasi-elastic neutron scattering (Cusack, 1989), fluorescence depolarization 

(Beecham and Brand, 1984), ultrasonic absorption measurements (Slutsky et al., 1989) and N M R  
studies (Lipari and Szabo, 1982; Kopple et al., 1988; Nusser et al., 1988; Clore et al., 1990). All 
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these techniques have some virtues and many limitations. X-ray diffraction, although informative 
about local disorder, does not provide rate constants nor insight into correlated motional proces- 
ses, and the relevance of  the results is restricted by the single-crystal environment. Quasi-elastic 
neutron scattering and ultrasonic absorption allow the measurement of  correlation functions of  
the motional processes but provide no local information. 

NMR  has some of  the most attractive features. It uses local sensors that are sensitive to motion 
over a wide time scale (Abragam, 1961; Wfithrich, 1986; Ernst et al., 1987). Slow dynamics can be 
followed in real time after an initial perturbation of the chemical equilibrium, possibly combined 
with a pulse labelling technique (Roder and Wfithrich, 1986; Roder et al., 1988; Udgaonkar  and 
Baldwin, 1988). Conformational processes with exchange lifetimes r~ in the range 10-4~<r~< 
10- ~ s can be investigated by line shape studies. Faster intramolecular processes may be moni- 
tored through relaxation measurements. The effects on relaxation are dependent on the ratio rr 
with the overall molecular tumbling correlation time r~. For r~/rr >> 1, population-weighted con- 
formationally averaged relaxation and cross-relaxation rates are observed. For 0.1 < r~/rr < I 0, in- 
tramolecular dynamics becomes directly relaxation-active, while for r~/r~<< 1 conformational 
averaging of the molecular structural parameters occurs that depends on the details of  the motio- 
nal process (Briischweiler et al., to be published). In addition, it is possible to sense, by rotating 
frame relaxation measurements (Jones, 1966), processes that modulate the chemical shift in the 
range 10- 6 < re < 10- 3 s (Deverell et al., 1970). 

In the standard procedure of NMR structure determination, NOESY or ROESY (Jeener et al., 
1979: Kumar  et al., 1981 ; Bothner-By et al., 1984) cross-peak intensities are translated into distan- 
ces r~ ~ between nuclei k and / (Wagner  and Wfithrich, 1982). In a mono-conformational  system, 
the measured r~ ~ can be used in a distance geometry (DG) (Havel and Wfithrich, 1984; Braun 
and Go, 1985; Crippen and Havel, 1988) or restrained molecular dynamics (rMD) algorithm 
(Clore et al., 1985; Kaptein et al., 1985) to determine the three-dimensional biomolecular struc- 
ture. When it turns out to be impossible to find a structure consistent with all measured NOE/ 
ROEs and the holonomic structural data (bond lengths and bond angles), it is likely that several 
dynamically interchanging conformations are involved. On the other hand, the finding of a struc- 
ture which fulfills all constraints does not prove the absence of multiple conformations. An ap- 
proach to apply rMD also for dyrtamic structures has recently been proposed by Torda et al. 
(1990). It uses a time-variable NOE-restrained potential that depends on the past of the trajecto- 
ry. 

This contribution describes a novel algorithm for processing NMR information that allows the 
extraction of multiple conformations for exchange processes slow compared to the molecular 
tumbling correlation time re, i.e. r,/r~ >> 1, where population-averaged cross-relaxation rates are 
observed. 

SEARCH PROTOCOL 

The search protocol is called MEDUSA standing for Multiconformational Evaluation of Dis- 
tance information Using a Stochastically constrained minimization Algorithm. 
It interprets experimental cross-relaxation data in the following way: 

a) The detection of an NOE/ROE yielding a distance r~ ~ implies that there is at least one signifi- 



cantly populated conformation,  in which the proton pair (k, /)  has a distance - __NOE ~kS<-'kS . A dis- 
tance constraint defined in this sense will be abbreviated by DC. 

b) The absence of  an N O E / R O E  means that there is no significantly populated conformation 

with rkt < rthrc s. The threshold distance r,hrc s depends on the maximum distance rma x of a rigid 
structure for which an N O E / R O E  could be detected and on the significance level a of  the 
smallest considered population ( 0 < c i <  1): rthrc~= rmax'a ~/6. For rmax=3.5 A, and ci=O.15, for 

example, one obtains r,hrc ~ = 2.6 A,. In the following, a constraint derived from the absence of  
an N O E / R O E  between two spins will be called an Anti Distance Constraint (ADC). ADC's ,  

that exceed the DC's  in number  by far, are useful despite the fact that the restriction on the 
conformational  space provided by a DC is stronger. The further a conformational  search pro- 

gresses towards the final structure, the higher the significance of  certain ADC's  can become. 
ADC ' s  can easily be incorporated into a mult i-conformational  search. The use of  ADC's  in a 

mono-conformat ional  search was shown to improve the accuracy of  the N M R  structure of  a 
lac repressor headpiece (De Vlieg et al., 1986). 

The philosophy of  M E D U S A  relies on the fact that the individual conformations may violate 
some of the DC's ,  which are fulfilled only by the entire dynamic set of  substates. If, for example, 

two structures I and II are complementary  with respect to two DC's  belonging to the proton pairs 

(i,j) and (k,/) in the sense, that they fulfill the inequalities 

r~j(I) __< r~ ~ and rij(II) > r~ ~ 

and at the same time 

_NOE _NOE and rks(lI) < 'k l  �9 rks(I) _> lkt 

it is likely that a suitably weighted dynamic equil!brium bet~veen the two structures (I) and (II) can 
be found which will satisfy the two DC's.  This is a consequence of  the monotonous  and rapidly 

decaying l/r ~ dependence. M E D U S A  is directed to create sets of  physically reasonable structures 

fulfilling inequalities of  this type. 
The algorithm consists o f  two parts. At first, a large number  of  static structures is generated, 

each of  which fulfills a subset of  the DC's,  all ADC's ,  and having an energy below a set threshold. 
In a second step, the structures are combined in pairs, triples or larger clusters to fulfill all con- 

straints including all DC's,  ADC's ,  J-couplings, and T~p data. The structures are created as fol- 

lows: 
1. An initial structure S is chosen from a set of  possibilities, such as X-ray structure, structure 

from M D  simulations, and randomly chosen structures. 
2. A randomly permuted list of  the experimentally measured DC's  is established and the first DC 

is selected from this list. 
3. An energy threshold E,hrc, is chosen randomly within a preset interval [Emi n, Emax] (This avoids 

the difficult choice of  a fixed threshold that may either be too loose or too restrictive). 
4. The selected DC (e.g. acting between spins I k and Is), together with all previous DC's ,  is added 

to the molecular force field of  C H A R M M  (Brooks et al., 1983) in the form o f a  semiparabolic 

energy term, 
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Fig. I. Structural pair of  the antamanide exchange system with the minimum least squares error Q (Eq. 2) and fulfilling 
the T~, restrictions imposed by the experiments. (a) Schematic representation of the hydrogen bonding networks by ar- 
rows. The amino acid residues are labeled by their one-letter codes. (b) 3D structural stereoview representation including 
hydrogen bonds indicated by dotted lines. Pro 8 is in the top left corner and Pro 3 in the bottom right corner with a clock- 
wise increase of the residue numbers indicated in (a). The optimal populations of  the two structures [ and II are 47% and 
53%, respectively. 
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Ekt = {K(rkt-- rNOE)2, if rk/_> r N~ 
if rkt < r N~ (1) 

An energy minimization, e.g. with 500 steps of ABNR (Adapted Base Newton-Raphson algo- 
rithm; Brooks et al., 1983), yields a new structure S'. Its energy E' is determined in the absence 
of distance constraints. 
(a) IRE'< E,h .... S is set equal to S'. 
(b) If E' > Eth .... the tested (and violated) DC is removed from the list and from the potential. 

5. The next DC is selected from the list of step 2 and step 4 is repeated. When the list of DC's is 
exhausted, the structure S is energy-minimized again, this time for a potential that includes all 
accepted DC's and all ADC's, the latter also in the form of semiparabolic energy terms. The 
coordinates of the resulting structure are stored, together with the list of accepted DC's, and 
the procedure is continued at step 2 or, less frequently, at step 1. 

The random permutation of the DC's in step 2 is crucial for an adequate covering of the confor- 
mational space. In the presence of multiple conformations, the final structures depend strongly on 
the order of the successively applied DC's. 

When a sufficient number of structures (usually at least several hundreds) has been generated in 
this manner, all possible combinations each containing N s structures (in practice, Ns= 2, 3, or 
rarely more) are formed. Each combination is tested as a potential exchange system with yet un- 
known probabilities p, for the N~ structures. The probabilities are optimized to minimize, in the 
dynamic average, the deviations from the experimental DC's and J-coupling constraints (leading 
to angular constraints or AC's). For this purpose, the weighted mean square error 

Q = A  .kt,E P, ~kt--~k, j" + B ,k,,E P,(r~,)-6--(rkN~ -~ (2) 

where A=q/[ ~ (j~p)2] 
(kl) 

and B = ( l - q ) / [  Z (r~ ~ 
(kl) 

is minimized by zeroing the first partial derivatives with respect to the probabilities p,. The 
number q, with 0 < q  < 1, allows one to shift the emphasis between distance constraints and angu- 
lar constraints (J couplings). The J-coupling constants J~a are computed from Karplus-type equa- 
tions (Bystrov, 1976). Different weighting of the various terms in Eq. 2 is conceivable, e.g. to en- 
hance the importance of long-range interactions. 

In a last step, structural sets with a low mean square error Q are checked for their compatibility 
with the available T~p data in terms of feasible exchange mechanisms. 

APPLICATION TO ANTAMANIDE 

The algorithm described above was applied to the cyclic decapeptide antamanide 
( - V a l l - P r o 2 - P r o S - A l a 4 - P h e - S - P h e 6 - P r o T - P r o S - P h e g - P h e t ~  Early ultrasonic 
absorption measurements in dioxane have indicated an unidentified conformational exchange 
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Fig. 2. Number of class structures for antamanide plotted as a function of the threshold value A,hr~ , of the dihedral angle 
rms deviation that defines the angular space of each class. 

p roces s  wi th  z c ~  10 - 6  s ( B u r g e r m e i s t e r  et al.,  1974). A m o r e  recen t  N M R  s tudy  o f  a n t a m a n i d e ,  

c o m b i n e d  wi th  r e s t r a ined  M D  s i m u l a t i o n s  (Kess l e r  et al.,  1988, 1989), sugges t ed  the  p r e sence  o f  

two  o r  f o u r  d i f fe ren t  s t ruc tu re s  in c h l o r o f o r m ,  o n e  be ing  essen t ia l ly  iden t ica l  to the  X - r a y  s t ruc-  

ture  ( K a r l e  et al.,  1979). T h e  ra te  o f  this  p roces s  has  h o w e v e r  no t  been  d e t e r m i n e d .  W e  a t t e m p t e d  

to r econc i l e  these  two  s tud ies  based  on  T ~ f m e a s u r e m e n t s  in c h l o r o f o r m  (Erns t  et al.,  1990; 

B l ack l edge  et al.,  to  be pub l i shed) .  T h e y  r evea l ed  a d y n a m i c  p roces s  tha t  affects  p r i m a r i l y  the  N H  

p r o t o n s  o f  Val  ~ a n d  P h e  6 wi th  an  e x c h a n g e  t ime  c o n s t a n t  ze "" 27/~s at 320 K.  
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Fig. 3. Histogram of the pairs of class structures for A,h,c ~ = 3 for the antamanide exchange system as a function of the 
mean square error Q that is a measure for the quality of fitting the experimental NOE and J-coupling measurements�9 The 
pair of structures suggested by Kessler et al. (1989) has a Q value indicated by the arrow a. The single structure with the 
best fit is associated with the Q value indicated by arrow b. The number of pair structures which conform, in addition, also 
to the hydrogen bonding network dynamics suggested by the T,p measurements are shown in the insert, again for At,c," = 
3% The 19 pairs with minimum error Q are all close to the structural pair visualized in Fig. 1. 



To determine the substate structures, 23 backbone-backbone DC's were derived from cross- 
peak intensities in NOESY and ROESY spectra (Blackledge et al., to be published). In addition, 
108 relevant ADC's were found. H N C , H  vicinal J-coupling constants were extracted from homo- 
nuclear COSY spectra while heteronuclear J(xaC'NC~H) and J(HNC~,t3C ') couplings were de- 
rived from ' H-detected heteronuclear COSY, ~ 3C-detected COLOC, and ~3C-detected J-resolved 
2D experiments. 

As starting structures for the structure generation algorithm, we chose the X-ray structure 
(Karle et al., 1979), the structure B proposed by Kessler et al. (1989), the structure produced by 
a 400 ps MD simulation given by Brfischweiler et al. (to be published), and some randomly se- 
lected structures. The energy thresholds were chosen in the interval 560 to 800 kJ/mol (whereby 
the lowest energy ever reached with the C H A R M m  force field parameters 'paral lhl9 '  was 556 k J/ 
mol). The constant K in Eq. ! was set to 13.106 kJ/A 2. The proposed algorithm produced 1176 

structures. Pair and triple combinations of  these structures have been optimized to minimize Q of  
Eq. 2. It was found that pair combinations gave adequate fits. 

As an example, Fig. 1 shows the conformational pair with the smallest mean square error Q 
among the (11~6) combinations conforming well to the Ttp measurements as just two hydrogen 
bonds involving the NH protons ofVal  L and Phe 6 are broken, a feature that is not fulfilled by the 

structures proposed by Kessler et at. (1989). This is discussed in more detail by Blackledge et al. 
(to be published). 

To survey the variety of  structures generated by MEDUSA,  the structures are sorted into class- 
es based on the similarity of  their backbone dihedral angles ~p~ and ip~. Two structures S~ and Sa 
are said to belong to the same (backbone) class when their rms deviation A~p is smaller than a giv- 
en threshold Atrr The rms deviation A,a is defined by 

1 ~ [(~o~'- ~o~) 2 + ( ~ ' -  ~)21 (3) 
A~�89 2 n -  I i=1 

where n is the number of  residues of  the (cyclic) peptide. The conformation S with the lowest ener- 
gy within each class is called the class structure. The sorting procedure starts with the first struc- 
ture of a randomly sorted list and selects all those structures that belong to the same class. The 
next class is started with the first alien structure of  the list, and the procedure is continued until all 
structures are classified. Although the obtained classification depends on the order of  structures 

in the list, it provides insight into the diversity of  the structures. 
Figure 2 presents the number ofclasses as a function of the rms angular threshold A,h,e s. It de- 

monstrates that the set of  structures is relatively wide spread. When A,h,r is set equal to 10 ~ 77 
classes of  structures result. For  A t h r e  s = 20 ~ one obtains 28 classes, and for A t h r e  s =40 ~ the number 

of classes is reduced to 8. 
To reduce the computational effort in combining all ! 176 structures in pairs, triples, or larger 

clusters, it is also possible to combine only class structures for a given threshold mthre s. Figure 3 
presents a histogram of  pairwise combined class structures for A t h r e s  = 3 ~ plotted against the mean 
square error Q of  Eq. 2. It shows all possible pairs and, in the upper right corner, the pairs that 
also conform to the Tip measurements which require the hydrogen bonds involving the NH pro- 
tons of  Val 1 and Phe 6 to be broken. For  the pair of structures suggested by Kessler et al. (1989) 
one finds Q=0.15 ,  while the best single-structure fit leads to Q =0 .1 6  compared to Q =0 .1 2  for 
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the best pair structure. The figure shows that there is a considerable number of possible structures 
that are only slightly disfavored by the error measure Q. It can be concluded that the structures 
shown in Fig. 1 are possible but not the only candidates to model reality. It can also not be ex- 
cluded that other hydrogen-bond dynamics mechanisms, involving further, 'accidentally' 
T~p-inactive NH protons, are taking place. 

CONCLUSIONS 

The algorithm MEDUSA proposed in this paper allows a systematic and comprehensive inter- 
pretation of the experimental constraints in terms of the dynamic structure ofmulti-conformatio- 
hal peptides and proteins. It produces a large family of feasible exchange systems rather than em- 
phasizing a single average structure. It can also provide good insight into the character of a 
possibly ill-determined experimental data set. 

A special feature of MEDUSA is its relative insensitivity to the selected initial structures. By the 
step'wise introduction of randomly ordered distance constraints it is possible to scan even with a 
small number of starting structures a large part of the conformational space spanned by the NM R 
distance information together with the holonomic restrictions, provided that a sufficiently strong 
weight is given to the distance constraints in determining the potential. Nevertheless, it is advis- 
able to spread the initial structures as well as possible to avoid accidental confining of the search 
to a conformational subdomain. 

With the proposed procedure it is more difficult to adequately cover the conformational do- 
main in the case of missing DC's that lead to undetermined substructures. By constrained energy 
.minimization it is no longer possible to access the entire set of physically feasible conformations. 
In this situation, it is possible to combine the energy minimization using randomized DC's with 
molecular dynamics simulation. It is, for example, conceivable to perform after the introduction 
of all compatible constraints and energy minimization a restrained molecular dynamics simula- 
tion to explore the remaining motional degrees of freedom of the obtained structure. This allows 
then to account for flexibility of the individual substates that are finally combined to describe the 
multi-conformational equilibrium. 
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